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Neural Networks

Source: https://slideslive.com/38953876 2



Neural Networks

Drawbacks 
• Not easily interpretable
• Overconfident wrong predictions

Source: https://slideslive.com/38953876 3



How to avoid overconfident predictions?
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How to capture uncertainty?

5Source: https://slideslive.com/38953876
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Why were the predictions uncertain?
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Uncertainty sensitivity analysis
• Does not scale well with high dimensional data.
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How do we overcome this?
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Main Idea
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Main Idea

•Encode our input to a latent space.

•Perform some optimization that aims to minimize uncertainty.

•Decode into some resulting input for which our model is more certain.
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Latent space

Source: https://hackernoon.com/latent-space-visualization-deep-learning-bits-2-bd09a46920df 12



Manifold

Source: https://datascience.stackexchange.com/a/5698 13



Main Idea

•Encode our input to a latent space.

•Perform some optimization that aims to minimize uncertainty.

•Decode into some resulting input for which our model is more certain.
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Let’s get a CLUE
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Optimizing the objective
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Multiplicity of CLUEs
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User Study
1. Show the subject some uncertain context point.

2. Generate a counterfactual explanation for the context point.

3. Show the subject the generated certain context point using either CLUE, Uncertainty 
Sensitivity, Human choice, Random.

4. The user to has classify a new unseen point as certain or uncertain.
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User Study
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User Study: Results
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Evaluate Counterfactual Explanations
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“What is the smallest change that could be made to an input, 

while keeping it in distribution, 

so that our model becomes certain in its decision for said input?” 
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Thank you!
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