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Fig. 1. Outlier Detection in high and low contrast subspaces[9]

Most of the real-world data sets are high-dimensional. Sometimes the data sets may contain hundreds or thousands of dimensions.
Traditional outlier detection methods do not perform well in those scenarios. With the increasing dimensionality of datasets, it
becomes hard to find outliers. High Contrast Subspaces for Density-Based Outlier Ranking paves the way to introduce the statistical

independence for finding the high contrast subspaces and applying the scoring method to find outliers.
CCS Concepts: « Computing methodologies — Anomaly detection.
Additional Key Words and Phrases: Subspace Search, Curse of Dimensionality, High contrast subspace

ACM Reference Format:
Student : Akash Chandra Baidya, 230378 and Supervisor : Daniel Wilmes. 2022. Report on HiCS: High Constrast Subspaces for

Density-Based Outlier Ranking. 1, 1 (February 2022), 10 pages. https://doi.org/10.1145/nnnnnnn.nnnnnnn

1 INTRODUCTION

An outlier is a data point that diverges significantly from the rest of the data points in the data set. Outlier often contains

abnormal but useful information of systems. Outlier analysis is often applied in recognition of intrusion to computer
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systems, fraudulent activities of credit cars, interesting sensor events, medical diagnosis, law enforcement, and earth
science[2]. In high dimensional data set, there are many attributes. In Fig 1, four dimensions in a dataset are available
and example of some subspace projections are depicted. outlier; appears in highly correlated attribute subspace and
outliery appears in another highly correlated attribute subspace. These outliers are hidden in the noise vs humidity
projection. An outlier may only appear in some distinct combinations of attributes and normal objects can be found
in full space or all other attributes. Most of the outlier mining methods search in full space which makes it hard to
find the outlier since distances become similar in high dimensions. HiCS separates subspace outlier ranking in two
steps- 1. Subspace search for finding high contrast of subspaces and 2. Outlier ranking for scoring in high contrast
subspaces. So, this method increases the quality of traditional outlier rankings by calculating outlier scores in high

contrast subspaces only[9].

2 PREVIOUS WORKS

There have been many methods proposed on outlier analysis but all these fails in certain situations creating necessity

of a new outlier ranking method.

2.1 Distance, Density and Deviation Based Outlier Ranking

2.1.1 Distance Based Outlier Ranking: The idea behind the distance-based method is to determine if a point is an
outlier or not based on the distance(s) to its neighbors. Distance-based outlier-detection (DB(r,)), detects an outlier by
calculating its distance relative to other objects. The assumption is that normal data points have a dense neighborhood
and outliers are far apart from their neighbors having less density[10]. This approach can detect a significant global
outlier among all data based on the parameter distance threshold r and the outlier fraction threshold 7, but it cannot

detect a local outlier from a cluster.

Fig. 2. Distance Based Outlier Ranking[13]

2.1.2  Density Based Outlier Ranking: The idea behind the density-based method is to compare the density around
a point with the density around its local neighbors and The relative density of a point compared to its neighbors is
computed as an outlier score. Density-based outlier-detection (LOF(n)), detects a local outlier by detecting a significant
object that is far from the others among a set of closely related objects based on the parameter number of the n
closest-neighbor[6]. The basic assumption is that the density around a normal data object is similar to the density
around its neighbors and The density around an outlier is considerably different from the density around its neighbors.

This model is based on three key factors -

e Reachability distance: introduces a smoothing factor.
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e Local reachability distance (lrd) of a point:inverse of the average reachability distances of the kNNs
of a point.
e Local outlier factor (LOF) of a point: average ratio of local reachability distances of neighbors of a

point and local reachability distance of it.

]

Fig. 3. Density Based Outlier Ranking[13]

2.1.3  Deviation Based Outlier Ranking: The general idea behind the deviation-based outlier mining is that Outliers are
points which do not fit the general characteristics of that set, i.e., the variance of the set is minimized when removing

the outliers. The basic assumption is that outliers are the outermost points of the data set.

2.1.4 Limitations of traditional approaches: These outlier mining ranking have one problem in common. These ap-

proaches calculates outliers in full data space so these outlier mining ranking are unable to detect outliers in subspaces

[9].

2.2 Feature Bagging

In the Feature Bagging method, the outlier detection method (LOF) is run in several random feature subsets and the
results are combined to an ensemble[11]. Each base component of the ensemble follows the random selection and
applies an outlier detection algorithm. Different outlier detection algorithms can be applied in each iteration after the
normalization of the scores though in the paper only LOF is used. After that, the outlier scores can be combined with

either breadth-first search or cumulative-sum approach.
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Fig. 4. Feature Bagging Method
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In this approach, it takes the benefit of finding the true outliers from normal data which was not possible in traditional
full-dimensional outlier algorithms. It is not a specific approach for high-dimensional data but provides efficiency gains
by computations on subspaces and effectiveness gains by the ensemble. Feature bagging uses random subspaces to find

a full dimensional result.

2.2.1 Limitations of Feature Bagging: Since the selection of subspaces is done through random selection, this does not
ensure high-quality results. The random selection of subspaces will result in random ranking which is similar to full
dimensional data space.

If more dimensions are found irrelevant, at least some of them are likely to be added in every sub-space sample.
Again, There is a chance that information will be lost because many of the dimensions are dropped randomly. This

imposes obstacles to the accuracy of the approach[2].

23 PCA

Principal component analysis (PCA) is an unsupervised algorithm. It is mainly used for dimensionality reduction but it
is used to analyze the internal structure of the data. When PCA receives N samples and D attributes, each attribute
represents one coordinate axis. PCA reduces these dimensions by finding different attributes(coordinate axes). Principle
Components are the axes to which the attributes D is reduced. First Principal Component (PC1) is the line in the
d-dimensional space that goes through the mean of the data points and predicts the data in the least square method. It
denotes the highest of the total variance in the seen variables. The second Principal Component (PC2) is orthogonal to
PC1 in k-dimensional space. This line goes through the mean point and enhances the approximation of the X-data. This
assists in finding out the points which are far from other data points and are known as outliers. In PCA, the original
variables are lost and so the newly formed Principle components are not as readable and interpretable as the earlier
ones. Data are required to be normalized and scaled before the application of PCA [1]. PCA in itself is computationally

expensive but helps in removing outliers and improving visualization.
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Fig. 5. PCA[5]

2.3.1 Limitations of PCA:. PCA finds the lower-dimensional projections but does not work well as preprocessing step
for outlier ranking. The variance of the data which is used as a general measure in PCA can not be applied for objective
functions for outlier ranking.
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2.4 AutoEncoder

Autoencoders can be used for the purpose of anomaly detection. The main idea is to train the autoencoder with the normal
sequence without any outliers. After feeding the autoencoders with the data containing outliers, high reconstruction
errors for outliers are obtained and low reconstruction error is obtained for normal data. The reconstruction error is
defined as an anomaly score. At the time of encoding and decoding outliers, a portion of the information is lost because

of which a high outlier score for outliers is obtained[2].

INPUT LAYER OUTPUT LAYER

OUTPUT OF THIS LAYER PROVIDES
REDUCED REPRESENTATION (CODE)

Fig. 6. AutoEncoder[2]

24.1 Limitations of AutoEncoder: AutoEncoder is slow to train and also faces a problem of missing significant dimension
for keeping the lower number of units in layers of AutoEncoder. AutoEncoder is algorithm specific and faces problem

for new type of input data. AutoEncoder also faces the problem of overfitting.

2.5 ENCLUS and RIS

Enclus[4] proposes a selection of subspaces based on the entropy measure for databases of numerical data. The quality
measurement of subspaces relies mostly on the subspace clustering algorithm CLIQUE. Data space is divided into
equal-sized grid cells. A subspace of low entropy is selected[9].

RIS[7] proposes a selection of subspaces based on density. It relies specifically on DBSCAN algorithm. The core
objects are counted in a specific subspace selection and this count of core objects is used as the measure for subspace

selection[9].

2.5.1 Limitations of ENCLUS and RIS:. These two methods rely on the specific clustering method. So, the selection
of subspace depends on the clustering model. These two search methods do not promise to work well in the general

scenario[9].

3 METHOD
There are many challenges with high dimensional data such as-

e Concentration of Scores: distances of attribute wise objects converge to normal distribution with low variance

e Noise attributes: large part of irrelevent attributes can influence the distances
Manuscript submitted to ACM
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e Definition of Reference-Sets: right subspace is required to be known to find neighbors
e Bias of Scores: without normalization, L, norms are biased and distances are not comparable
e Interpretation & Contrast of Scores:due to density, scores become similar

e Exponential Search Space: with increase of dimensionality, the number of subspaces grows exponentially

3.1 Main focus

The main idea of HiCS[9] is finding subspaces with high contrast. For finding the contrast, correlation among the
attributes of a subspace is calculated. It searches for violation of statistical independence assuming statistical depen-
dence in high dimensions. For statistical independence, marginal and conditional distributions are compared. In one
dimensional subspace, trivial outliers are identifiable and in high contrast subspaces, outliers are not trivial but deviate

from the correlation trend shown by the majority of data in this subspace.

Subspace outlier ranking
Subspace Search Framework

Input(S,M,z) —— —— OQutput(Contrast,S)

Fig. 7. Flow of HiCS

3.2 Subspace Contrast

Consider a subspace of dimensionality d, in which the dimensions are indexed as1...d. The conditional probability
P(x1]x2...xp) for an attribute value x; is the same as its unconditional probability P(x1) for the case of uncorrelated
data. High-contrast subspaces are likely to violate this assumption because of non-uniformity in data distribution. The

idea is that subspaces with non-uniformity have more chances to contain outliers[2].
Manuscript submitted to ACM



Report on HiCS: High Constrast Subspaces for Density-Based Outlier Ranking 7

For a low contrast subspace and uncorrelated data,

Dsy,...54(Xs,5 - Xs,)
s1 d 1 d =Psl(X51) (1)
p52,....5d(X52,-...X5d)

Ps;lic; ps;

Dsy[Ss,....5q (X5, 1Xs,5 - Xs,) =

For evaluation of a subspace by a Monte Carlo Algorithm with M iterations are conducted. In each iteration-

e A random marginal attribute S; is selected
e A random condition set C; is imposed

e Violation of equation 1 is determined

After, all deviation results will be combined to obtain a single contrast value for the subspace

M
contrast(s) = % Z deviation(pgq),péfl)ci) (2)
i=1

3.3 Deviation function

To check whether the independence assumption is violated or not, sample deviation is compared with hypothesis testing.
The null hypothesis is assumed that both samples are from the same distribution. Welch’s t-Test and Kolmogorov
Smirnov test can be used to measure the deviation of a subspace from the basic hypothesis of independence. This
provides a measure of the non-uniformity of the subspace and a way to measure the quality of the subspaces in terms

of likeliness to contain outliers.

3.4 Adaptive Condition Sets

For a subspace with dimensions, a number of conditions are |C| = d — 1 which creates the problem of the condition set
scaling to subspaces of dimension d. For making sure of a fixed size of selected sample, a random object is chosen as

centroid for the candidate slice and the candidate slice is scaled according to N. 'Y/a)
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Fig. 8. Bottom up Subspace Search(Apriori like)[8]

3.5 Subspace Search Framework

A bottom-up Apriori-like approach is used to identify the relevant projections. In this bottom-up approach, the
subspaces are continuously extended to higher dimensions for non-uniformity testing. Similar to the Apriori method,
only subspaces having sufficient contrast are provided for non-uniformity testing as potential candidates. After the end
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of this stage, an additional pruning step is required which can remove redundant subspaces. A subspace of dimensionality

d is removed, if another subspace of dimensionality(d+ 1) exists (among the reported subspaces) with higher contrast.

Feature
Bagging

Fig. 9. Venn Diagram of PCA, AutoEncoder, Feature Bagging and HiCS

4 COMPARISON WITH OTHER METHODS

HiCS shows robust parameterization for No of Statistical Tests, M, and Ratio of Test Statistic, @. HiCS outperforms
other methods with increasing dimensionality and scalable processing of HiCS.

PCA(Principal Component Analysis) turns the data into lower-dimensional sub-spaces using linear correlations.
After that, the distance of each data point from the plane that fits the sub-space is calculated. This distance is applied
to find outliers. PCA is an example of linear models for anomaly detection. PCA relies on the variances of individual
dimensions which gives little information about the dependencies of dimensions. HiCS which uses biased subspace
selection, almost always use the dependencies among dimensions as a key selection criterion.

As discussed earlier, Feature bagging randomly samples subspaces and the results of outlier ranking are joined to an
ensemble. It becomes hard to find the nontrivial outliers which are not identifiable in full space and one-dimensional
space and also information is lost. On the other side, HiCS selects high contrast subspaces where nontrivial outliers are
discovered.

Heterogeneous Detector Ensemble on Random Subspaces (HeDES) extends Feature Bagging by using of different
outlier detection technique to estimate outlier scores for each point on random subspaces[12].

Autoencoders are an easier choice for outlier detection because they are commonly used for dimensionality reduction
of multidimensional data sets as an alternative to PCA or matrix factorization. Autoencoders are slow to train and
sensitive to noise-causing overfitting. AutoEncoder can handle nonlinear complex structures. HiCS can also handle

complex nonlinear distributions.
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One example of an ensemble-based autoencoder is "Outlier Detection with Autoencoder Ensembles" [3]. The main
idea is based on varying randomly the connecting architecture of the autoencoder to achieve better quality performance.

Boosting-based Autoencoder Ensemble approach (BAE) [14] is an unsupervised ensemble method that, similarly
to the boosting approach. It builds an adaptive set of autoencoders to gain improved and robust results better than
HiCS[9].

5 LIMITATION

HiCS combines LOF scores from subspaces of different dimensionality without score normalization which is the bias
of scores, a common problem of curse of dimensionality. This combination of scores is rather naive and ensemble
reasoning can be applied. The implicit notion of density is appropriate only for density-based outlier scores.

There are many alternatives available for finding high-contrast subspaces, which might be worth exploring. For
example, one can use the multidimensional Kurtosis measure in order to test the relevance of a subspace for high-

dimensional outlier detection and Kurtosis measure measures the non-uniformity. Steps of Kurtosis measure-

e Calculation of mean y and o

e Standardization to zero mean and unit variance with the formula

i —
zi = —lay ®)

e Computation of Kurtosis Measure:
>N 1 z4
K(z1,..zy) = ==L 4
(z1,.2n) = 2L @
This measure is easy to compute and also considers the interactions between the dimensions into account because of
the Mahalanobis distance.

HiCS [9] can fall victim to the curse of dimensionality with respect to conditional distributions in high-dimensional

spaces. It may miss relevant subspaces because of its random nature.

6 CONCLUSION

HiCS is a subspace search method for finding outliers in high dimensions and it focuses on nontrivial outliers. It is a
two-step process, one step is subspace search which looks up for high contrast subspaces and another step is outlier
ranking where scoring algorithms are applied in those high contrast subspaces. Different outlier scoring can be applied

for further improvement.
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